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ABSTRACT

Epilepsy is a perilous neurological disease cogembout 4-5% of total population of the world. hgin
characteristics are seizures which occur due taicedisturbance in brain function. During epilemeizures the patient is
unaware of their physical as well as mental cooaditind hence physical injury may occur. Properthezdre must be
provided to the patients and this can be achiewdylibthe seizures are detected correctly in titmethis paper, a system
is designed using wavelet decomposition method différent training algorithms to train the neurattwork for
classification of the EEG signals. The results stdbwhat when Levenberg-Marquardt training algoritivas used the

accuracy comes out to be 93.9%, which is better tiler training algorithms.
KEYWORDS: Electroencephalogram, Epilepsy, Wavelet Transf@&ngrgy Distribution, Neural Network
INTRODUCTION

After stroke, epilepsy is the second most commouralegical disorder affecting approximately 4-5% the
world’s population [1], [2], [3]. Epilepsy is a nemlogical anarchy manifest by impulsive intermittepisodes of sensory
commotion. Persistent, uncontrolled, spastic seiagtivities are the main characteristics of egierit is the result of a
sudden disturbance of brain function and Thesearaialy result of certain unwanted and asynchrorfoirg) in cerebral

neurons.

The medical condition of epilepsy is as old as huragistence [3]. There have been many strategieetect
such firing or seizure activities in the brain. &te-Encephalo-Gram (EEG) is the most common teglenfor detection of
these electrical activities [18]. It is a non-iniastechnique used to acquire electrical impulsasetling through scalp.
Although there are certain techniques for contisudetection of these seizures such as Epilepsytibtimg Unit (EMU),
electro cardio graph, accelerometry and electrmdesystems but these are very costly and timewnoimg method and

hence not much preferred.

Even though anti-epileptic drugs have been helpadynpatients but roughly one-third of them are spomsive
to those too [4]. So, researchers and doctors d¢agether to find such a elucidation which can Haedph doctors and
patients to perceive as well as help to envisagei®s even before they occur. This can be donamaccount of the

brain areas involved during seizures.

EEG is one of the most common means used for detect these seizures in humans. EEG is very in&ive
and easy to access clinical tool to evaluate hubmam activities. Though time domain recognitionalso possible for
EEG analysis but it is inadequate which resulttha intercession of some automation and computémtques for this

purpose.
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20 Prabhpreet Kaur Bhatia & Anurag Sharma

Many applications have been developed regardintysesm and classification of electrical activitiestioe brain.
The working models or applications involve vari@mmnplex methods such as signals acquirement, peepsing of that
acquired signal, decomposition of the EEG signdl tien the classification of the extracted featukésny models are in

existence for detection of seizures.

Leach et.al.[5] used three different protocolsdoquisition of EEG signals: r-EEG, after sleep detion EEG,
and after oral temazepam and concluded that slegpivéd EEG is much suitable in case of seizurdge @uthor
concluded that sleep deprived EEG have bettertsatysand it is better than those of r-EEG and EEG. Shoeb et.al.,[6]
used wavelet decomposition method with supportoracachine as a classifier and spatial distributi@thod is also used
in their model. Their system detected 131 out & EEG signals but also declared 17 false detectiBonsso et.al.[7]
proposed a system which used wavelet energy aneletagntropy for the analysis of EEG using classifibased on
Shannon and Trellis code tree. The authors alsewed that quantifiers based on wavelet decomposibols and also

self organized rate is triggered by epileptic focus

Srinivasan et.al.[8] proposed a model using Elmatwark, recurrent neural network. The network useth time
and frequency domain features of EEG signals ansdt concluded that result obtained by this netwdtk single input
were much higher than that using multiple inputii®asan et.al. [9] designed a system that usedoagmate entropy as
an input feature and neural network classifiersisdufor classification purpose. Zandi et.al.[Hd#signed a wavelet based
system which used moving window analysis. G.Chelj [lsed dual tree complex wavelet-fourier featuridse author
demonstrated an EEG seizure detection method Img ube dual-tree complex wavelet fourier featuleSG database

from the University of Bonn was used to test thetam.

Shoeb et.al. [12] proposed a system that used madbarning approach for patient specific classitiat detect
onset of epileptic seizures. Omerhodzic et.al.[droposed an algorithm for classification of EEGnsigbased on. DWT
used with the MRA is applied to decompose EEG sigheesolution levels of the components of the Efighal then feed
forward neural network is used for classificatiomt@ding to the percentage distribution of energgtdires and their

results shows that the proposed classifier hasapability to recognize and classify EEG signalsexily.

This paper is an extension of [17] and also prasamtovel approach for classification of EEG sigrdlepileptic
and healthy subject3.he decomposition of EEG signals has been done théhhelp of debauches five decomposition
technique (db5) and dissimilar parameters sucinarsgg distribution, current gradient are detecidte support artificial
neural network has been used for classificatiosigifals with different training algorithms and thedgression and overall

accuracy is compared accordingly.

This paper is organized as follow. The brief introtion and related literature survey has be cover&kction I.
Section Il of the paper includes the proposed nutomy. The simulation setup and results are gime8ection Ill. In

Section IV, conclusion of the paper is given.
EEG Signals

EEG signal acquisition is the most important andiaformative tool used these days due to its atdgges over
other acquisition techniques [13]. The electricefivéties of the cerebral neurons spread througtibat head. These
electrical signals also reach the scalp and cagabiy detected by electroencephalogram (EEG) agimpg the electrodes

over the scalp in 10-20 International system oftteteles placement recognized all over the woflde EEG shows
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A Comparative Analysis of Epileptic EEG Signals 21
patterns of normal or abnormal brain electricaivitgt Some anomalous patterns may occur with a lmemof unlike
conditions.

EEG signals can be categorized into different feeqy bands according to their frequency such dsaafp, beta
(B), gammar), delta 6) and thetaf{). Table I gives a brief description of these frexgey bands [14].

International 10-20 System

This system of electrode placement is a recogrsgstem which describes the location of electroddsetplaced
over the scalp for the acquisition of the EEG sigingigure 1 depicts the different points for thedtion of the electrodes.
The numeric ‘10" and ‘20’ are written which meahs electrodes must be placed either 10-20% ofatiaé front-back or

right-left distance of the human skull.

Table 1: Brief Description of Different Frequency Bands of EEG Signals [14]

. . : Frequency o
Signal Brain Location Band Description
Delta (5) Frontal(adults) Below 4Hz Sleep time, frequent in babies.

Posterior(children) Active in attention tasks.

Mostly found in young children
Active in drowsiness or arousa
in older children and adults
Idle state Found to be spike
when a person in attempting to
repress action or response

Theta (0) Different locations 4-8Hz

1.Posterior, both sides
Alpha (a) 2.Higher in amplitude on dominant side | 8-12Hz
3.Central sites at rest
Both on left & right side of brain Alert or focused, active, busy
Beta () Symmetrical distribution activity 12-30Hz state
Most evident frontally
Both left & right sides of brain, midline t330 100H Sensory processing
front and back i z Short term memory activities
y

Relax or Reflecting state
Closing of eyes.

Gamma ()

The different letters have been assigned to diftelecations for the ease of identification of Icdoad hemisphere
of the brain. The odd number describes left hengisphvhereas the even number describes the righispkene of the
skull. This system uses two reference points, amasion (above the nose) and other at inion (tme/bump at the base
of the skull).

Figure 1: International 10-20 System for ElectrodeéPlacement Over Scalp
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22 Prabhpreet Kaur Bhatia & Anurag Sharma

Wavelet Transform

The decomposition of the signals can be done witkrdnt decomposition techniques according totipe of
the signal, stationary or non-stationary signakthd signal does not vary much with respect to tiha is if the signal
seems to be ideal over long period of the time thensaid to be stationary signal and if it varigith respect to time it is
referred as non-stationary signal [15]. For statigrsignals Fourier transform is the generalizetiteque being used for
decomposition. But it is not suitable for signalelIEEG signals as it is a non-stationary sign&8GEsignals contain a
number of non-stationary characteristics. Its dgmusition can be done using wavelet decompositiothoak Figure 2
views the wavelet decomposition tree of EEG sigimak signals are passed through low-pass and lags-fiters for
decomposition and the filter outputs are decimditgdhe factor of two to obtain approximated (Al)dasetailed (D1)
coefficients. Further, approximated coefficients aent to next stage for repetition of the procedand it is carried out

repeatedly till the signal is decomposed at dedireel.

| a1 || b1 |

Figure 2: Wavelet Decomposition Tree [15]

In wavelet transform, decomposition is done on tihsis of time-scale as well as frequency-scale faritier

compression of the signal is also done. Waveletsfoam uses a mother wavelet to derive its diffesats of wavelet

functions.

Wavelet Families

There exist different wavelet families, daubecHis), coiflets (coif), symlets (sym), biorthogoriaior), which

are described briefly in Table 2.

Table 2: Different Wavelet Families

Wavelet Families Wavelets

Daubechies dbl or haar, db2,db3...... db45

Coiflets coifl, coif2, coif3, coif4, coifs

Symlets sym2, sym3, sym4,....... sym45

Biorthogonal 'biorl.1', 'biorl.3', 'biorl.5" 'bio22 'bior2.4', 'bior2.6'
'bior2.8' 'bior3.1', 'bior3.3', 'bior3.5', 'bior3.7bior3.9',
'bior4.4', 'bior5.5', 'bior6.8’

The decomposition matrices L and H are given as:

1) 10) .. 0
Lnen=|U3)  U(2) (1) I(0)
0 IWL-1) .. 10
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h(1)  h(0) 0
Hnen=[RGB)  h(2)  h(1) h(0)
0 h(H-1) .. h(©)

Also the initial signal ‘x’ is decomposed into twequencehl = Hx andl = Lx after passing it through high-pass
and low-pass filters respectively and hence theimmonents are saved linand| respectively. Then the coefficients are

chosen which are used as feature vectors.
Energy Distribution

Energy distribution (EP) of the decomposed EEG signals is identified ustagseval’'s Theorem. The theorem

states that energy of the deformed signal cankaguartitioned at different resolution levels,,i.e.
2.
ED =X),|D;| i=12,...,1 (1)
2
EA =X, |4, 2

where | is the level of decomposition of the sigial] and ED represents the energy distribution of the detailed

coefficients at different decomposition levels &#l represents the energy distribution of approximatsefficients.
Artificial Neural Networks

Artificial neural network is a mathematical toolathmimics some functional aspects of a biologicaliron
network. It consists of groups of interconnectetifiaial neurons. The low-level executions of cerabneurons are

replicated by cells and their networks depictingaxXunctioning synthetically is done using artdlcmeural networks.

The different neural networks have different leagnalgorithms and architectures. They also vargdumentally
in the way they learn or work. The most frequenibgd training algorithm in classification is backgagation algorithm
which uses supervised learning technique. The raam of this algorithm is to reduce errors and trdie network
continuously until it learns the data. One itematdd this algorithm can be written agX = Xk ax gk, Where X is a vector

of current weights and biaseg, ig current gradient angk is learning rate of the network.
Multilayer Feed Forward Network

Multilayer Feed Forward network, as the name suggés a feed forward network with multiple laydhere
exist three kinds of neurons in this network, in@ut neuron, hidden neuron and output neuron.cbmeputational units of
hidden layer are called hidden units or hidden owesir The weights and input layer neurons are caeddo hidden layer

and the hidden layer neurons and weights are fucibrenected to output layer neurons.
Learning in Neural Network

There exists different method to train our neustvork, i.e. there exists learning algorithms feural network
for its training which are classified as supervisearning, unsupervised learning and reinforcenteatning. When an
input vector is prearranged at inputs together witdet of preferred responses, one for each nodee @utput layer this
type of learning is called supervised learning.ofwlard pass is done and the errors between theedesisponse and
actual response are deliberated for each nodeeTdrears are then used to determine the weightgdsaaccording to the

prevailing learning rule. In unsupervised learnithgg weights and biases are modified in responsetioork inputs only.
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There are no target outputs available and modtexfet algorithms perform clustering operations. Type of learning has

applications such as vector quantization.
Back-Propagation Learning Algorithm

In this learning algorithm, artificial neurons aanged in layers and send their signals forwatdhe errors are
propagated backwards. In neural network there éxise layers mainly such as input layer, outpygdaand hidden layer.
Some of the neural networks may also include onenore intermediate hidden layers. Back-propagatearning
algorithm is a supervised learning algorithm whitgts main aim to reduce error until the networkreahe training data
perfectly. The simplest execution of back-propamatearning updates the network weights and biesti® path in which

the performance function declines most hastily rtbgative of the gradient.

Since the error is the difference between theahautput and the preferred output, the error ddpemm the
weights and we must alter these weights in ordelirtonish this error. The network error is the sofithe errors of all the
neurons on the output layer. This algorithm enwasagow the error depends on the output, inputsagights and we can

easily amend the weights using method of gradiestendents.

Levenberg-Marquardt Algorithm was designed to apph second order training speed without having to
compare the Hessian matrix. The Hessian matrix,.wthe performance function is in form of a sum gfares, can be
written as H = 10 and the gradient can be written as g e Where e is a vector of network errors and JésJ#écobian
matrix. This matrix contains first derivates of thetwork errors with respect to the weights andsdda It can be
computed through standard propagation technique. Odévenberg-Marquardt Algorithm uses following NemAike
update X%.; = X« [3'J +pl]-13"e. In this algorithm, when the scalais large this method turns out to be gradient elesc
with diminutive step size. Newton’s method is mubre precise and fastéM is decreased with each successful step and

is only increased when a tentative step would eseehe performance function.
Bayesian Regularization Algorithm

The main aim of this algorithm is to minimize a dumnation of squared errors and weights and detersnthe
correct combination so as to produce a networkghaeralizes well. It also modifies the linear camation. The Bayesian
regularization takes place within the Levenberg-dWiardt Algorithm. BP is used to estimate the JamohK of the
performance with respect to the weights and biagalkes X. Also each variable is adjusted accordimd.evenberg-

Marquardt, jj = jX*jX, je = JX*E, dx = -(jj + I*mu)\je where E is all the errors and | is the identitgtrix.
One Step Secant Algorithm

The one step secant (OSS) method is an attempidgebthe gap between the conjugate gradient ahgos and
the quasi-Newton (secant) algorithms. The stordg®mplete Hessian matrix is not required in thgoathm; it assumes
that at each iteration the previous Hessian wasditity matrix. Also in this algorithm the newaseh direction can be

calculated without computing a matrix inverse.

This method finds a root that uses a successioaat§ of secant lines to better approximate a obat function.
This method can also be thought of approximatiorNefton’s method. The MATLAB command for this medhis

trainoss.
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METHODOLOGY

The algorithm block diagram for the proposed sysiemhown in figure 3. It is divided into three matages:

acquisition stage, feature extraction stage andltssification stage.

In data acquisition stage, the brain electricaluteps are detected by placing electrodes on stakp.head box
used in acquisition may also perform noise reducttbe pre-processing stage prepares the signalssintable type of
signal so that it can be further processed in dddiorm. The feature extraction stage maps themeessed signals onto
a vector which contains effectual and discrimintmatures. The last stage, i.e., the classificasimge uses the feature

vectors and arrange them in different classes mdgsred by the system.

EEG ACQUISITION OF HEALTHY & EPILETIC SUBJECTS

v

PRE-PROCESSING/DE-NOISING OF SIGNALS

v

FEATURE EXTRACTION USING WAVELET TRANSFORM

v

ENERGY DISTRIBUTION OF DECOMPOSED SIGNALS

l

CLASSIFICATION USING DIFFERENT ANN

Figure 3: Algorithm for the Proposed System

METHODS
Participants

30 healthy subjects and 30 epileptic patients gipgted in this study. The ethical statement wsrtabefore
acquiring the signals. Their vision was normal orrected to normal vision. The age ranged from @4ry to 28 years,
with a mean of 23.65 years. No one of them wasen&ivthe BCI equipment and paradigm. EEG was recbiad relaxed
state continuously for 4 minutes. Each session atesit20 trials. Subjects were required to mainthilh visual

concentration
Apparatus

RMS EEG-32 Super Spec system was used to extra@tdighals of different subject. The system enshigh
resolution, authentic data acquisition throughsitfiware and head-box. This system includes the-bea, the adapter,

the connecting cables, the electrodes and PC amshdigure 5.
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The head-box is used for connecting electrodes filmenscalp to the hardware unit. The signal geadri
amplified and then sent to adapter box for sigoalditioning. The digital signal generated is théspthyed on Super Spec
software designed for EEG signals.

EEG Acquisition |——{ Pre-Processing (—p| Feature Extraction —| Energy Distribution

USER Classification

Figure 4: Block Diagram of the Proposed System

The head box minimizes noise pickups. The tot&grdtion of analog and digital processing in corhpaad box
gives excellent signal to noise ratio. It can asggimultaneously 32 channel raw data and alsokshieee AC impedance

online. The brain mapping colour coding can alsadee with the head box as per international stahda
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Figure 5: Experimental Setup for EEG Acquisition

RESULTS AND DISCUSSION

Wavelet transform uses a mother wavelet to deta/éifferent sets of wavelet functions. This systesed db5.
Figure 6 shows the decomposition of EEG signalsasfal patients whereas figure 7 shows decompasifoepileptic
EEG signal. In this figure detail coefficients aspresented as D1, D2, D3, D4, D5 and the apprdrineoefficient is

represented as A5.
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Decomposition atlevel 5 : s = a5 + d5 + d4 + d3 + d2 + d1

T T T T T T
s 200
0

| | T I |

50 100 150 200 250

Figure 6: Decomposition of EEG Signals of Normal R&ents

The energy distribution for each set of input signa. for epilepsy patients and for healthy satg@re shown in
figure 8 and figure 9 respectively. It can easidyrbcognized that the energy distribution of nofheadlthy subjects in D3
and D4 (beta, alpha) are approximately equal asdtdtal value is around 30% and that of epilepstiepts is
approximately 50%. The energy distribution of Dbef) of normal patients is approximately 20% dvat bf epilepsy
patients is above 40%. It can also be seen thqtl&lsa) energy distribution of epilepsy patienttefss as compared to that
of normal patients. Table 3 shows the average sabdfieletailed energy coefficients and approximaeergy coefficients

for both healthy as well as epilepsy subjects.

Table 3: Average Energy Distribution of Decomposednd Approximated Coefficients

Average Energy Distribution | Average Energy Distribution of
of Normal Subjects Epilepsy Subjects
EA5 47.68686 EA5 63.84576
ED1 0.11135 ED1 0.166008
ED2 4.025968 ED2 1.484796
ED3 17.19991 ED3 9.093766
ED4 20.48524 ED4 11.16387
ED5 10.49068 ED5 8.854353

Decomposition atlevel 5: 5 =a5+d5 +dd +d3 +d2 + d1
100 T T T T T

w0
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5 20— —
| | | | |

o T T T T ]

20 |

VAV AV AV AV

20 T T T T ]
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Figure 7: Decomposition of EEG Signals of Epilepti®atients
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These energy distribution percentages can easilydeel as classifier inputs for classification oésth EEG
signals. Six dimensional feature sets for trainamgl testing data were constructed based on thesgyedistribution

percentages.

The total size of training or that of testing dst& X 300. These vector inputs are applied tonggral network as
input vectors. We used different training algorithtn test our neural networks such as Levenbergiivadt Algorithm,

Bayesian Regularization Algorithm and One Step Beaégorithm.

150

100 — —

Energy %

50— —

u \ ﬁ -LJI_M I

ED1 ED2 ED3 ED4 ED5 EA5
Decomposition Levels
L]

Figure 8: Energy Distribution of Decomposed Signalfor Epilepsy Patients

150 —

100~ —

ED2

ED1 ED3 ED4 ED& EAS5
Decnm.pnswt\on Levels

Energy Distribution %

Figure 9: Energy Distribution of Decomposed Signalfor Healthy Subjects
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Results with Different Training Algorithms

One Step Secant Algorithm is used to minimize tlag dpetween the conjugate gradient algorithms. This
algorithm does not require any storage space. Bhanpeters used to train the network are givenbletd/. The overall
accuracy obtained by this algorithm is shown irufeg 10 along with testing and training accuracye Tagression

accuracy of the system is 82%.

Table 4: Training Parameters of One Step Secant Adgithm

Architecture Parameters
Number of Layers 3
Number of Neurons on layers  INPUT: 6, HIDDEN: 5, TRUT: 1
Initial Weights and Biases Random
Learning Rule One Step Secant Algorithm
Mean-Squared Error fé

The input vectors are now tested with differeninireg algorithm i.e. with Bayesian Regularizatiotgérithm.
Bayesian algorithm minimizes the weights and bizeed finds out the final product which generalizes network
efficiently. Table V gives the description of thmihing parameters used to train the network agdré 11 shows the
regression, training and validation plots of theteyn. The overall accuracy of the system using 8ayeregularization

algorithm comes out to be 91% and the training mmuis 96% as shown in figure.

Table 5: Training Parameters of Bayesian Regularizon Algorithm

Architecture Parameters
Number of Layers 3
Number of Neurons on layers  INPUT: 6, HIDDEN: 5, TRUT: 1
Initial Weights and Biases Random
Learning Rule Bayesian regularization Algorithm
Mean-Squared Error Té
Training: R=0.96231 Walidation: R=0.8231
1 1
< Data < Data
08t Ve
0.6
0.4
02z
. 0
0 02 04 06 08 1 g tz e un e L
Target Target
Test: R=0.8958 : All: R=0.82052
< Data ©  Data
Fit )
ost| -
0.6
0.4
02
(ﬁ . -
0 02 04 0.6 0.8 1 0 0.2 04 0.6 0.8 1
Target Target

Figure 10: Regression Plot of the System Using Oi&tep Secant Algorithm
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The system design and parameters used while testmg vectors with Levenberg-Marquardt Algorithmar

given in Table 6. The overall regression or accyratthe system when feed forward algorithm use®39%. The
training, testing and the overall regression isnghn figure 12.

Training: R=0_96362

1 Validation: R=0 87447
1
g 'II:J.ata < Data
it e
08¢ _t E Fit
------- =T 0.8 ey =T X
g T 0.6
04r 04
0.2 0.z
fg:’
o 0 &
E B i 0 02 04 06 08 1
arget Target
Test: R=0.8744 All: R=0.919596
1 1
< Data < Data
Fit :
3 0.8
o8t v
0.6F 0.6
0.4r 0.4
0.2r 0.2
o 8 . . : . 3
0 0.2 0.4 0.6 0.8 1 0 0.2 04 0.6 0.8
Target Target

Figure 11: Regression Plot of the System Using Bagian Regularization Algorithm

Table 6: Training Parameters of Feed Forward Back Popagation Algorithm

Architecture
Number of Layers 3

Parameters

Number of Neurons on layers  INPUT: 6, HIDDEN: 5, TRUT: 1

Random

Initial Weights and Biases

Learning Rule Levenberg-Marquardt Algorithm

té

Mean-Squared Error

Table 7 gives brief evaluation of results of thtesning algorithms. The overall regression accyrfr these
algorithms is 82.05%, 91.99% and 93.95% respegtiged it can easily be seen that the accuracy efsyistem when
Levenberg-Marquardt algorithm is used is high.

Table 7: Comparison of Different Training Algorithms

Training Algorithm Training Validation Testing Regression
Accuracy Accuracy Accuracy Accuracy
One Step Secant 96.23% 82.31% 89.58% 82.05%
Bayesian Regularization 96.36% 87.47% 87.44% 91.99%
Levenberg-Marquardt 92.22% 93.54% 87.50% 93.95%

Impact Factor(JCC):3.6986
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Training: R=0.92221 Validation: R=0.93541
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Figure 12: Regression Plot of the System Using Levieerg-Marquardt Algorithm

CONCLUSIONS

Epilepsy is a perilous neurological disease cogemdbout 4-5% of total population of the world. Hgin
characteristics are seizures which occur due ttaicedisturbance in brain function. EEG is the t@gbe used in this
paper to acquire the brain signals of both epiteptid healthy persons. As EEG signals are noreetaly signals so
wavelet decomposition technique is preferred toodgmse these signals and the energy distributiodeesbmposed
signals are considered for the classification o6GEdtgnals. For classification, the neural networgtem was tested with
different training algorithms such as Levenberg-ileardt Algorithm, Bayesian Regularization Algorittend One Step
Secant AlgorithmThe results showed that when Levenberg-Marquaadhitrg algorithm was used the accuracy comes
out to be 93.9% which is better than other trairatgprithms.
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